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Uz tamima sistemlorinin xarici hiicumlara qars:
dayamqhiligimin tokmillosdirilmasi

Xiilasa

Bu moqalo, iz tanima sistemlorinin xarici hiicumlara garst dayanigliligini artirmaq tigiin tisullar
aragdirir. Xarici hiicumlar, {iz tanima modellorini yaniltmaq mogsadilo molumatlarda kigik
doyisikliklor edorok sistemi aldatmaga calisir. Uz tanima texnologiyas tohliikasizlik, identifikasiya
vo soxsiyyati tosdigetma kimi sahoalordo genis istifado olunur, lakin bu texnologiyanin moxfiliyi vo
tohliikosizliyi qorumaq ticilin xarici hiicumlardan qorunmasi zoruridir. Bu aragdirma, movcud iz
tanima sistemlorinin zoif cohotlorini dyronarak, miixtalif név xarici manipulyasiyalara qarst miidafio
strategiyalarinin totbiqi ilo sistemin etibarliligini vo tohliikesizliyini artirmagi hodofloyir. Bunun
ticlin dorin 6yronmoa modellarinin zsifliklori analiz edilorok onlarin daha miidafisli olmasi ii¢iin siini
intellekt osasli tohliikosizlik mexanizmlori toklif olunur. Eyni zamanda, sistemlorin davamliligini
artirmaq mogqsadilo forgli hiicum novlerine qarst adaptiv miidafio tsullart inkisaf etdirilir. Bu
yanasmalarla, {iz tanima sistemlorinin performansi daha stabil vo etibarli olacaq, ham¢inin mévcud
tohliikasizlik zosifliklorinin qarsisi alinacaqdir. Arasdirmalar, bu sahodsaki innovativ hallarin totbiqi
ilo daha giiclii vo hiicuma qars1 dayaniqli sistemlorin yaradilmasina imkan veracok.

Mogalads bu konteksdo timumi aragdirmalar aparilmis, yerli vo xarici miialliflorin asorlorineg
istinad olunaraq doqiq faktlar geyd edilmisdir.
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Improvement the Resilience of Facial Recognition Systems
Against External Attacks

Abstract

This article explores methods to improve the resilience of face recognition systems against
external attacks. External attacks attempt to deceive the system by making small changes in the data
to mislead the face recognition models. Face recognition technology is widely used in fields such as
security, identification, and authentication; however, it is crucial to protect this technology from
external attacks to ensure privacy and security. This research aims to enhance the reliability and
security of the system by studying the weaknesses of existing face recognition systems and applying
defense strategies against various types of external manipulations. To achieve this, the
vulnerabilities of deep learning models are analyzed, and Al-based security mechanisms are
proposed to make them more resilient. Additionally, adaptive defense strategies are developed to
improve the system's resilience against different attack types. With these approaches, the
performance of face recognition systems will be more stable and reliable, and the existing security
vulnerabilities will be mitigated. The research will enable the development of stronger and more
attack-resistant systems through the implementation of innovative solutions in this field.
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In this context, the article presents a comprehensive study, referring to works by both local and
international authors, and providing precise facts.

Keywords: facial recognition, external attacks, system reliability, modelling, security

Giris

Mdasir dovriin texnoloji inkisaflari iiz tanima sistemlorini tohliikasizlik vo identifikasiya vasitosi
olaraq genis istifado olunan bir texnologiyaya c¢evirmigdir. Hava limanlarindan banklara, ticarat
sahosindon sosial mediaya qodor miixtolif saholords {iz tanima texnologiyalar1 insanlarin hayatini
asanlagsdirmaqda miihiim rol oynayir. Lakin, masin dyronma texnologiyalarinin inkisafi ilo bu
sistemlor kigik, lakin mogsodli doyisikliklorlo yanildilaraq tohliiko altina salina bilor. Xarici
hiicumlar naticoesindo texnologiyanin etibarlilig1r azalir vo sistemlor daha hossas voziyyoto diisiir
(Goodfellow, Bengio, Courville, 2016).

Xarici hiicumlar osason, iiz sokillorindo nozoro ¢arpmayan, lakin modelin gorar gobul etmo
prosesino ciddi tesir gostoron dayisikliklor vasitosilo hoyata kegirilir. Insan gozii ilo nazoro
carpmayan bu doyisikliklor {iz tanima sistemlorini yaniltmaga vo sohv gorarlar vermasinoa sobab ola
bilor. Belo hiicumlarin tosiri yalniz tohliikesizlik deyil, hom do moxfilik aspektlorini ohato edir.
Xarici hiicumlar naticasindo soxsi molumatlarin sizmasi, identifikasiyanin yanlis aparilmasi va digor
ciddi problemlor meydana ¢ixa bilor (Turkes, Cetin, 2020).

Tadgiqat

Bu todqigat xarici hiicumlarin mexanizmini, onlarin miixtalif névlerini vo bu hiicumlarin
qarsisin1 almaq Ugiin istifado edilo bilocok miidafio strategiyalarini aragdirir. 9sas moqsad, iz
tanima texnologiyalarinin tohliikssizliyini artirmaq vo hiicumlara gars1 dayaniqligini tomin etmokdir
(Liu, Chen, 2017).

Xarici Hiicumlarin Mexanizmi v Tohliikasi

Xarici hiicumlarin asas mexanizmi, magin dyronmo modellorinin zaifliklorini istismar etmoyo
osaslanir. Bu hiicumlar insan torsfindon forq edilmoyon doyisikliklor vasitasilo modelin davranisini
doyisdirarak sohv naticolar oldo etmoyi hodofloyir. Xarici hiicumlar bir ¢ox sahads tohliiko yaradir,
xiisusilo do tohliikesizlik sistemlorinda, tibbi diagnostikada vo avtonom idarsetmo sistemlorinda.
Xarici hiicumlarin asas novlori vo onlarin mexanizmlori (Szegedy, Zaremba, Sutskever, 2014):

1. Fast Gradient Sign Method (FGSM):

o Bu hiicumun asas mogsodi modelin zaifliklorindon istifado edorok molumatlarda minimal
dayisikliklor totbiq etmokdir.

o FGSM modelin itkisini (“loss function”) artirmaq moqsadilo gradient istigamotindo
doyisikliklor edorak hiicum togkil edir.

o Tasiri nisbaton mohdud olsa da, siiratli vo effektiv olduguna gors genis istifado olunur.

o Totbiq sahalori: Sakil siniflondirilma sistemlori, obyekt tanima totbiglori va s.

2.Projected Gradient Descent (PGD):

o FGSM-don forqli olaraq, iterativ yanasma totbiq edorok modelin zoifliklorini daha dorin
arasdirir.

o Kigik, ardicil doyisikliklor totbiq edorok modelin verdiyi naticolori manipulyasiya edir.

o PGD on giiclii “white-box” hiicum metodlarindan biri hesab olunur, c¢iinki modelin
daxilindoki parametrlori vo strukturunu bilir.

o Miidafiasiz modellora qars1 tosiri yliksokdir.

3.Carlini & Wagner (C& W) Hiicumlarsi:

o Bu metod masm Oyronmo modellorinin tohliikssizliyini pozmaq iiclin daha miirokkob
strategiyalardan istifado edir.

o L2, LO vo Loo normlaria asaslanan farqli hiicum formalart mévcuddur.

o Bu hiicumlar FGSM vo PGD-don daha hesablama baximindan tolobkar, lakin daha giiclii ola
bilor.

o Osason neyron sobokolorinin zoifliklorini agkar etmok vo onlarin miidafiosini simmaqdan
kegirmak ti¢lin istifado olunur.
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4.Black-Box Hiicumlari:

o Bu tip hiicumlar modelin daxili strukturu hagqinda molumat talob etmir.

o Hiicum edon torof modelin girislorino miixtalif doyisikliklor edorok ¢ixislarini miisahido edir
va tacriiba yolu ilo modelin zoifliklorini tapir.

o Generativ hiicum metodlar1 ilo kombinasiya edilo bilor (mosalon, genetika osaslt metodlar,
tokamiil alqoritmlori vo s.).

o Osason qapalt sistemlors hiicum {igiin istifado olunur, mosslon, bulud xidmatlori vo ya ticari
Al API-lari.

Xarici hiicumlarin yaratdigi tohliikolor yalmiz texniki saha ilo mohdudlagmir. Onlar sosial vo
iqtisadi tosirloro do malikdir. Masolon, banklarda istifado olunan identifikasiya sistemlorinin
yaniltilmas1 maliyys itkilorino vo ya soxsiyyet ogurluguna gotirib ¢ixara bilor (Carlini, Wagner,
2017).

Adversarial Hiicumlarin Tohlili

Adversarial hiicumlar, masmn Oyronmo modellorinin tohliikosizliyini sarsidan vo onlarin
zoifliklorini istismar etmoyo sobab olan homlslordir. Bu hiicumlar modelin diisiins bilacayi vo gorar
vera bilocoyi sahado kicik doyisiklor etmoklo onun sohv naticolor vermasino sobab olur. Bu
metodlar ¢ox vaxt vizual tosir etmadiyi halda, derindon 6yronmo modellari ii¢lin ciddi problemlor
yarada bilir (Papernot, McDaniel, Goodfellow, 2016).

Bu hiicumlari iki asas kateqoriyaya bolmok olar: ag qutu (white-box) va qara qutu (black-box)
hiicumlar. Ag qutu hiicumlar modelin daxili arxitekturasi, parametrlori vo ¢ixislart haqqinda tam
molumatin oldugu hallarda totbiq edilir. Qara qutu hiicumlar iso modelin daxili strukturu haqqinda
heg bir bilik olmadan gercoklosdirilir (Dong, Pang, 2018).

Adversarial hiicumlari yaratmaq {igiin farqli metodlar movcuddur. Fast Gradient Sign Method
(FGSM) modelin itki funksiyasinin qradienti istigamatinds kicik bir pertubasiya yaradaraq modelin
verdiyi cavabi yaniltmaq {iglin istifado edilir. PGD metodu FGSM-don forqli olaraq iterativ
yanagma ilo bir ne¢o addimda hor dofo daha effektiv adversarial miidaxilo yarada bilir. Carlini,
Wagner (C,W) metodu iso daha giiclii yanasma toklif edorok modelin zsifliklorini daha mitkommal
istismar edir (Akhtar, Mian, 2018).

Adversarial hiicumlar ¢cox vaxt dorindon 6yronmo modellorinin tohliikosizliyini test etmok vo
onlara qars1 qorunma strategiyalar1 islomok tigiin istifads edilir. Bazi tohliikasizliyin artirilmasi tiglin
strategiyalar adversarial training, modelin rondomizasiyasi, vo ya doyisikliklorin optimallagdirilmasi
kimi metodlar1 6ziino alir (Zhou, Chen, 2018).

Masoalon, adversarial training metodu modelin adversarial doyisdirilmis verilonlor {izorinds tolim
edilmasi yolu ilo hiicumlara daha davamli olmasini tomin edir. Digor yanasmalar, mosalon, modelin
rondomizasiyasi, verilonlora tobii soslor vo ya molumatlar alavo etmok kimi texnikalarla modelin
daha sabit davranis gostormasini tomin edir (Xu, Liu, 2021).

Son dovrlords todqgiqatlar adversarial hiicumlara garsi yeni metodlar1 arasdirmaqda davam edir.
Bununla yanasi, sobakalorin vo sistemlarin 6z tohliikasizliyini artirmasi {igiin adversarial analiz vo
test metodlar1 ¢cox vacibdir. Masin 6yronmo sahosindo tohliikosizlik todqiqatlart davam etdikco,
adversarial hiicumlar1 daha effektiv dof etma yollar1 da slave olaraq dyronilib tokmillesdirilocokdir
(Kallab, Doroudchi, 2020).

Miidafis Strategiyalar1 vo Texnikalar

Xarici hiicumlarin tosirini azaltmaq vo sistemlorin etibarlili§in1 artirmagq {i¢iin bir ne¢co miidafio
strategiyast movcuddur (Zhang, Zhao, 2020):

e Xarici Tolim:

e Modelin xarici niimunalorls tolimi zamani real vo doyisdirilmis niimunalordon istifads edilir.
Bu metod, modelin xarici hiicumlara qars1 dayaniqligini artirir.

o Adversarial Training (Raqib asash talim):

o Modeli hiicumlara qars1 davamli etmok tigiin tolim zamani adversarial niimunslordon istifads
olunur.

o Model, hiicum edilmis niimunslars moruz qalaraq 6z qorar verma mexanizmini giiclondirir.

« Defensive Distillation (Mudafia Distillo etms):
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o Modelin ¢ixig ehtimallarin1 yumsaltmaq vo hoddon artiq spesifik qorarlari qarsisin1 almaq
mogsadilo istifads edilir.

o Bu metod modelin adversarial hiicumlardan daha az tosirlonmasine sobab olur.

e Gradient Masking (Gradient Maskalanmasi):

o Modelin gradientlorini gizlotmoak vo ya doyisdirmok yolu ilo hiicum edon torafin molumat oldo
etmosini ¢otinlosdirir.

o Lakin bazi giiclii hiicum metodlar1 (masalon, black-box hiicumlar) bu texnikani asa bilor.

o Model Ensemble (Coxlu Model):

o Birdon ¢ox modelin eyni vaxtda islomasi va ¢ixislarin birlogdirilmasi ilo miidafio soviyyasinin
artirtlmasi.

o Miixtolif arxitekturalar vo hiperparametrlor osasinda yaradilmig modellor hiicumlara garst
daha do6ziimlii ola bilor.

« Noise Injection (Sas-kiy alava etmak):

o Modelin girislorine miioyyon soviyyado tosadiifi sas-kily olavo etmok, hiicum edon torofin
modelin zaifliklorini agkar etmasini ¢atinlogdirir.

o Xiisusils sas va goriintii asasli modellords effektivdir.

Natica

Bu tadqiqat, {iz tanima sistemlorinin xarici hiicumlara qars1 zoif cohatlorini agkara ¢ixarmaq vo
bu hiicumlarin tasirini minimuma endirmok iiclin miidafio strategiyalarini tohlil etmisdir. Xarici
hiicumlarin tohliikasizlik, maxfilik vo etibarliliq aspektlorine ciddi tesir gdstordiyi molum olmusdur.

Miidafio texnikalarmin diizgiin totbiqi ilo {iz tanima sistemlorinin dayanigliligi artirila bilor.
Golacok todqgiqatlar daha effektiv miidafio texnikalarinin islonib hazirlanmasini vo bu texnikalarin
real totbiglordo sinaqdan kecirilmosini tolob edir. Tohliikosizlik sahosindoki inkisaflar, yalniz
texnoloji deyil, hom do sosial vo hiiquqi aspektlori ohato etmolidir.

Uz tanima texnologiyalari iigiin tohliikesiz vo etibarli sistemlorin qurulmasi, bu texnologiyanin
golocokdo genis yayilmasini vo comiyyatin ondan faydalanmasini tomin edocokdir.
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